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Planning technology has made huge strides, alongside other combinatorial
optimisation solving technologies, over the past decade. Automated planning
systems now exist for temporal and metric problems, including management
of continuous time and concurrency, continuous numeric resources and action
costs [3, 1, 2, 12, 7, 8, 11, 9]. There is an increasing interest in combining plan-
ners with specialised solvers, such as optimisation alogorithms, to achieve a
hybrid form of planning. In this context, the relationship between planning and
model-checking, planning and constraint-solving and planning and control are
all being clarified.

Synergies between different optimisation modelling and solving paradigms
can be exploited to achieve new capabilities and improved performance of solvers.
An example of this is recent work exploiting the developments in SAT solving,
SAT Modulo Theories, in which atoms can be built from predicates, functions
and constants whose interpretations are provided through external theory mod-
ules [10, 5]. In planning, extension to support external modules allows a much
richer expression of preconditions and state variables. A motivation for explor-
ing this idea is that the increased expressiveness can allow planners to work with
models of application domains using specialised solvers, necessary for reason-
ing within those applications, alongside the generic solving cores developed in
the planning community. Since this is a common requirement of planning appli-
cations, it is important to provide clean and well-understood methods for linking
planners to external libraries, choosing heuristics and exchanging constraints.

In this talk we present the Planning Modulo Theories paradigm, first pro-
posed in 2012 [6], describing how the paradigm has been extended to incorpo-
rate the latest advances in temporal planning. We discuss how the use of con-
straint reasoning can provide an additional source of powerful solving capabil-
ities within this framework. In general, constraint solvers prune choices from
the search space by inference, while most modern planners focus on heuristic
guidance of the search towards good choices. Complex interactions in resource-
constrained models can be obscure, making heuristic evaluation of states much
more difficult, while at the same time offering more opportunity for leverage
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from inference [13]. We consider, with reference to two real application do-
mains, how constraint solving can contribute to making planners suitable for
deployment in applications with demanding requirements.

One of the important challenges in extending the capabilities of planners
is to continue to be able to efficiently validate plans and domain models. We
will describe how the VAL system [4], developed incrementally over the last
10 years for validation of plans and domains in the mixed discrete-continuous
expressiveness of PDDL+, is now being extended to cope with richer behaviours
encountered in the PMT framework.
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